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Inter-Regional Spillovers of Policy Shocks in China

Abstract

In China inter-regional per capita output disparities are large and persistent and increasingly a matter for policy concern at the highest levels of government. Inter-regional spillovers are an important ingredient in the design of regional development policy. Yet little is known about the direction, magnitude and timing of output spillovers from one region to another. In this paper we focus on spillovers from policy shocks. We use a conventional three-region disaggregation of the Chinese economy and extend existing literature by explicitly introducing policy variables into a VAR model of regional outputs. We find that both policy variables have significant and positive effects on output in each of the regions when entered separately. In the short run both policy variables have a greater effect on the coastal region than on the other two and the effect in the central region is larger than in the western region, giving some credence to the common presumption that at least part of the expenditure boosts in the poorer inland regions find their way to the coastal provinces. These results are generally confirmed when we use the whole model to simulate the effects over time of the policy shocks. A shock to the coastal region not only has no beneficial spillovers to the other regions but actually depresses the output of the inland provinces. This is also true of a shock to the central region which comes at the expense of the western region. Only the western region has consistent positive spillovers on the other regions; looked at another way, a boost to the western region is shifted partially to the other regions.

*JEL* codes: R11, R12
1. Introduction

The phenomenal growth of China’s economy over the past three decades or so is well known – growth in the 25 years since the beginning of economic reforms under Deng Xiaoping has averaged 9.5% per annum and is set to continue at about this rate for at least another decade according to informed commentators. This rapid growth has been far from smooth, however. Even over the relatively settled period after 1978, the growth rate has fluctuated between 3% and 15%, with fluctuations even larger if we consider the experience of the pre-reform period.

Intertemporal fluctuations in growth is only one facet of the unevenness of China’s growth experience – there have also been significant differences in the spatial distribution of growth and this has occurred in a number of dimensions. Two of the most important arise from the urban-rural distinction and the regional disaggregation of the country. In this paper we focus on the regional dimension with the regions based on aggregations of the provinces.

In the post-1978 period the average annual growth rate has varied from a low of 7.6% for Qinghai province in the north-west of China to rates over 13% for the south coastal provinces of Zhejiang, Fujian and Guangdong. Of greater concern than the differences in growth rates is the fact that, by and large, these differences have exacerbated already large disparities in per capita output levels. Thus in 2005 Qinghai had a per capita GDP of 10,030 yuan compared to that of Zhejiang of 27,369, Fujian of 18,613 and Guangdong of 23,674.¹

Not surprisingly, the spatial distribution of economic activity and welfare has been the subject of considerable interest to both policy-makers and academic researchers. Policy-makers have regularly expressed concern about the adverse implications of regional disparities for national cohesion. Thus, for example, one of the key issues discussed in the context of the recent fifth plenary session of the 16th Central Committee of the Communist Party was the gap between rich and poor regions which was seen as a major potential source of political instability in a country where the difficulty of holding the empire together has always been a central challenge for the political leadership.

Moreover, this has long been recognised.² While the early Five-Year Plans focussed on industrialisation concentrating on the north-eastern provinces, from the mid-
1960s the Five-Year Plans have regularly recognised the necessity to address the widening disparities in regional output, although policy responses have varied over time. Thus, a decade later in the Fifth Five-Year Plan (1976-1980) there was a shift of focus back to the coast and this policy of unbalanced growth was continued at least until the Seventh Five-Year Plan (1986-1990). This redirection of capital to the already fast-growing coastal provinces was based on the argument that the scarce development resources of the country should be allocated to those regions likely to benefit most in terms of growth and the expectation that fast-growing coastal regions would act as a growth locomotive, taking the rest of the country with it (see Ying, 2000 for an elaboration and references on this point).

As already mentioned, more recent Plans have shifted the focus back towards the interior with growing concern about the implications for social instability of large and persistent differences in inter-provincial levels of economic welfare. This is evidenced by a number of special policies: the Great Western Experiment (announced in 1999 during the Ninth Five-Year Plan), the Resurgence of North-Eastern Old Industry Base and the Stimulation of the Central Region (both during the Tenth Five-year Plan) and the Eleventh Five-Year Plan in which there has been a major push to redress the growing regional disparities. It is not clear, however, whether the central government imagines this greater equality to be at the cost of a lower average growth rate.

This tension between overall economic development and increasing regional disparities is reminiscent of the distinction between “backwash” and “spread” effects discussed in the development literature of a generation ago (see, e.g., Myrdal, 1957, and Hirschman, 1958) and revived in the more recent “New Economic Geography” associated with Krugman and others (see, e.g., Krugman, 1991a, 1991b, Krugman and Venables, 1996, and Puga, 1999).

One of the crucial questions in both the policy debate and in the regional development literature is the nature of output or growth spillovers between regions. An explanation for the increasing inter-regional disparities accompanying Chinese economic growth in the post-1978 period is the absence of strong positive economic linkages between regions which would make the coastal region a locomotive for economic growth.
While there has been much discussion of these inter-regional spillovers, there is remarkably little empirical work assessing their strength, direction and timing, notwithstanding the large empirical literature on Chinese regional economic growth. Indeed, there are, to our knowledge, only a handful of papers which directly address the question of regional spillovers in China – Ying (2000), Zhang and Felmingham (2002), Brun, Combes and Renard (2002), Fu (2004) and Groenewold, Lee and Chen (2005a, 2005b, 2006).

All these papers, however, limit their analysis to output spillovers with no thought as to how the output shock might be generated. From a policy perspective this would not be a limitation if all policy instruments generated the same initial output effects. There is no reason for this to be the case so that, before these papers can be taken as a starting point of policy formulation, a necessary extension of the existing literature is to introduce policy variables directly into the analysis to enable us to investigate the spillover effects of measures taken by policy-makers to boost output.

In this paper we make a beginning in this direction by introducing two alternative policy variables into the vector-autoregressive (VAR) model previously used by Groenewold, Lee and Chen (2005a, 2005b, 2006) and others. In particular, we extend a three-region VAR model by introducing a policy instrument for each region at a time as an exogenous variable, shocking the policy variable by a standard shock and examining the effects in all regions over time. We use two alternative policy instruments, government investment and government expenditure, and compare the effects of shocks to these across regions and across instruments.

The remainder of the paper is structured as follows. Section 2 provides a brief review of the relevant literature. Section 3 describes the data and includes a discussion of the definition of the regions. In section 4 we set out the VAR model and explain the process used for simulation on the basis of which we examine spillovers. The model estimation and simulations are reported in section 5. Our conclusions are presented in the final section.
2. Literature Review

There is a rapidly growing literature on regional economic growth in China. Most of this literature is, however, concerned with long-run questions which are the traditional concern of growth theory. Thus much of the literature is cast in terms of the convergence debate which focuses on whether there are persistent disparities between regions (usually provinces in China), whether these disparities will disappear of their own accord (the convergence question) and, if not, what are the factors that determine the equilibrium disparities (the conditioning variables in conditional convergence).³

While most of the discussion of Chinese regional economic activity has been in the convergence framework, little has focussed on the short-term fluctuations in output and in particular on the interaction between regional output levels which is necessary to address the spillover issue identified in the first section as the focus of the present paper.

To our knowledge, only seven papers have explicitly examined inter-regional spillovers for China, generally using different methods of analysis. The first, by Ying (2000) used provincial output data and the “exploratory data analysis” technique to examine the relationships between the growth rate of a particular province and those near it. He found that the strongest significant influence was exerted by Guangdong province with which there were significant correlations with four of the five contiguous provinces although two were positive and two negative. However, his technique of spatial data analysis is essentially one of static growth correlations which is not suitable for our purposes which are to analyse the direction, strength and timing of spillovers between regions, all of which are necessarily dynamic questions.

The three papers by Brun, Combes and Renard (2002), Zhang and Felmingham (2002) and Fu (2004) all analyse inter-regional spillovers within a standard growth framework and as an aside to other questions – Brun et al. to the question of growth convergence and Zhang and Felmingham as well as Fu to the issue of relationship between exports, FDI and growth. They all find some evidence of spillovers from the coast to the inland regions, although weak evidence in the case of Fu; Zhang and Felmingham’s also find evidence of a positive effect of the coast on the west. However, in all cases their analysis is limited to testing the significance in growth equations of spillover proxies which they treat as exogenous, thus excluding the possibility of
feedback between all regions and falling short of a thorough-going dynamic analysis of
the interaction between the regions.

The final group of extant papers is by Groenewold, Lee and Chen (2005a, 2005b, 2006). The first of these uses annual data for three regions (conventionally defined as coastal, central and western) for the period 1953-2003 to estimate and simulate a vector-autoregressive (VAR) model.\(^4\) In that paper it is found that there are strong spillovers from the coastal region to both other regions, from the central region to the western region but that shocks to the western region have no flow-on effect for the other two regions. There are concerns, however, about the sensitivity of the result to the ordering of the variables, a problem that is inherent in many applications of the VAR model. This issue is addressed in Groenewold et al. (2006) where it is found that the main results survive alternative methods for dealing with this problem.

In Groenewold et al. (2005b) the authors extend the number of regions to six – the North East, Yellow River, Changjiang River, South East, South West and North West regions. There they also explicitly address the variable-ordering problem. They found, not surprisingly, that the Yellow River and Changjiang River regions had spillover effects although they were more extensive for the former; the South Western region had no significant spillovers effects on the rest of the country, consistently with other research results. However, in contrast to other research, shocks to the South East affect mainly the region itself with little spillover to the other regions while the North West region has general spillover effects.

In the present paper we contribute to the literature by explicitly introducing policy variables into the VAR model. In order to keep the analysis as simple as possible and to maintain comparability with the results in Groenewold et al. (2005a, 2006), we limit ourselves to the three-region model.
3. The Data

We require data of two types – regional output data and data for the policy variables. We discuss each of them in turn. The output data used are recently available annual series on real provincial GDP for the period 1953-2003. The sources of the data are two-fold: the early data come from Wu (2004) who obtained the 1953-1995 series from *China’s GDP Data 1952-95* (State Statistical Bureau, 1997). Data for 1996-2002 come from the *Statistical Yearbook of China* (State Statistical Bureau, various years) and for 2003 from the *China Statistical Abstract* (State Statistical Bureau, 2004).

The second set of variables is the policy variables. We use two, the first is government investment and the second is general government expenditure. Both variables are available disaggregated by province. The sources of the data for the policy variables is as follows: for government investment expenditure for 1953-1995 we used *Data and Materials on China’s Capital Construction 1950-1995* (State Statistical Bureau, 1997) and for 1996-2003 we used the *Statistical Yearbook of China* (State Statistical Bureau, various years); for general government expenditure for 1953-1998 we used *Comprehensive Statistical Data and Materials on 50 Years of New China* (State Statistical Bureau, 2000) and for 1999-2003 we used the *Statistical Yearbook of China* (State Statistical Bureau, various years). Since neither capital construction nor expenditure deflators are available at the provincial level of disaggregation, we used the provincial GDP deflator to deflate the nominal investment and expenditure to get real policy variables for each province.

We use the provincial series to compute regional equivalents for real GDP and the policy variables. We aggregated the provinces into three regions conventionally defined as coastal, central and western regions. The composition of these three regions is as follows. Coastal: Beijing, Tianjin, Hebei, Guangdong, Shandong, Fujian, Zhejiang, Jiangsu, Shanghai, Liaoning, Guangxi; Central: Shanxi, Inner Mongolia, Jilin, Heilongjiang, Anhui, Jiangxi, Henan, Hubei, Hunan; Western: Sichuan, Guizhou, Yunnan, Shaanxi, Gansu, Qinghai, Ningxia, Xinjiang.

Before proceeding to the estimation and simulation results we need to attend to a preliminary matter. In empirical analysis based on time-series data it is customary to assess the stationarity of the data and to difference the data if non-stationary (unless the
variables are cointegrated). Groenewold et al. (2005a) contains an exhaustive discussion of the stationarity of the (logs of) the regional real output series used here. They find that all three series are trend stationary if the trend is allowed to break at 1978. There is also a possible break in trend at 1966. We reproduce their main results for log real regional outputs as well as reporting new results for the regional policy variables. They are shown in Table 1. Clearly, all variables are stationary about trend if we allow for breaks at 1966 and 1978 and we can proceed, as they did, to specify the VAR model in terms of log levels as long as we include a trend and breaks.

[Table 1 near here]

4. The VAR Model

Like Groenewold et al. (2005a, 2005b, 2006), we use a vector-autoregressive (VAR) framework to explore the empirical relationship between the three regional output variables. We briefly set out the model here and refer the interested reader to their papers for a more detailed exposition and, in particular, an explanation of the “ordering problem” which, for reasons set out below, is not an issue in the current application.

For the general case in which there are n regions and m policy variables, the model to be estimated has the form:

\[ x_t = a_0 + Dz_t + A(L)x_{t-1} + e_t \] (1)

where \( x \) is an n-component vector of regional outputs, \( a_0 \) is an n-component vector of intercepts, \( D \) is an (n\times m) matrix of coefficients, \( z \) is an m-component vector of exogenous policy variables, \( A(L) \) is a pth-order matrix polynomial in the lag operator, \( L \), which is defined as \( L^r x_t = x_{t-r} \) and \( e_t \) is an n-vector of random error terms.

Given the exogeneity assumption for the policy variables, the regressors in (1) are either exogenous or predetermined so that this system of equations can be validly estimated using OLS. The estimated model can then be used to simulate the effects on the regional output \( x_i \), say, of a shock to policy variable \( z_j \), say, for each period \( \tau \). The resulting time path of \( x \) for \( \tau = 0, 1, 2, \ldots \) is the impulse response function (IRF) for \( x_i \) with respect to \( z_j \) and can be computed from the moving average (MA) form of the model:

\[ x_t = c_0 + F(L)z_t + C(L) e_t \] (2)


where \( C(L) = (I - A(L))^{-1} \), \( c_0 = C(L)a \), \( F(L) = C(L)D \) and \( I \) is an \((n \times n)\) identity matrix.

In most applications of the VAR model, it is the error terms which are shocked, something that requires the independence of these errors. The standard way of ensuring independence of the errors necessary for generating the IRFs introduces an arbitrary element into the analysis in that it makes the results dependent on the order in which the variables are entered in the VAR model, something which is usually difficult to determine \textit{a priori}.\(^8\) This difficulty is treated at some length in the papers by Groenewold \textit{et al.} but is avoided in the present application since we wish to simulate the effects of shocks to the exogenous variables which by their nature can be shocked independently of the errors and of each other. In this case the IRFs are simply the elements of the \( F \) matrices in equation (2).
5. Results

We consider the effects of shocks to two alternative policy variables: government investment expenditure and general government expenditure. We analyse the effects of each separately and consider them in turn.

5.1 Shocks to Government Investment Expenditure

The model used to generate the IRFs is simply the three-region model reported in Groenewold et al. (2005a) extended by including the appropriate investment expenditure variable in each output equation. A number of alternative formulations was possible. Following the theoretical exposition in the previous section, we should, in principle, add three policy variables to each of the output equations in the VAR; indeed, we should add both investment and government expenditure variables for all three regions to each region’s output equation. But this would increase the number of variables in each equation by six and consume already scarce degrees of freedom. Hence we compromised by, first of all, analysing the effects of investment and government expenditure separately and, then in each case, by adding only each region’s own investment to its output equation. Hence, strictly speaking, we analyse a near-VAR rather than a VAR since each equation now has different regressors and, for this reason, OLS is not efficient as a systems estimator as it is for a standard VAR. Efficiency gains can be obtained by using a seemingly-unrelated regression (SUR) procedure which we use.

The estimated model is reported in Table 2.

![Table 2 near here](image)

The policy variable is significant and positive in each equation. The coefficient of investment is largest for the coastal region, followed by the central region and then the western region, although the differences are not large. Thus, a 10% increase in regional investment results in a contemporaneous increase of about 2.5% in the coastal region, of about 1.9% in the central region and approximately 1.7% in the western region. If these elasticities are converted to level effects using the sample averages of the ratios of investment to output, we obtain figures of 2.35, 1.55 and 0.98 for the coastal, central and western regions respectively meaning that a 1 yuan increase in investment expenditure by the government in the coastal region generates additional output within one year of 2.35
yuan etc. Thus there is a multiplier effect within the year and this effect is stronger for the coastal region than it is for the other two regions. If we interpret this in a simple circular-flow framework, it suggests larger leakages from the circular flow in the central and western regions than in the coastal region.

The relative magnitudes of the contemporaneous effects are consistent with the view that even if the central government increases its expenditure in the poorer regions, much of the subsequent increase in output disappears (to the coastal region). However, such a conclusion would be premature since the individual coefficients show only part of the effects, viz., the contemporaneous effects. Moreover, they tell us nothing directly about spillover effects. Given the dynamic interdependences in the model, subsequent changes in output may strengthen or weaken the initial impact and spread the effect to other regions, i.e., the effect may spill over into other regions. Simulations taking account of all the model interactions are captured by the IRFs, which for a unit shock to coastal investment are pictured in Figure 1.

[Figures 1, 2, 3 near here]

The initial effect is restricted by the model to be on coastal output only since the coastal investment variable appears only in the equation for coastal output. The first-period effect on coastal output reflects the size of the investment coefficient of 0.24 in the coastal equation reported in Table 2. The effect on coastal output declines rapidly so that by period 3 it has become slightly negative. There is a spillover into the other regions but it is negative for both so that, far from a beneficial effect on the other regions, an increase in investment in the coastal region boosts coastal output at the expense of output in the other two regions.

Similar effects for shocks to investment in the central and western regions are reported in Figures 2 and 3. The IRFs for the boost to central investment show that the short-run effects are dominated by that on the central region itself. There is a subsequent positive spillover to the coastal region, although this effect is considerably smaller than the initial shock, but the spillover effect on the western region is negative as was the case with a coastal shock. Thus, while there are modest beneficial effects on the coastal region, the shock to central is at the expense of output in the western region.
The effects of western shocks are an interesting contrast: although initially there is an expansion in output only in the western region, subsequent spillovers to the other two regions are both positive and relatively large, although the spillover to the contiguous central region is larger than it is for the more distant coastal region.

Thus, the spillover results generated by the IRF analysis reinforce the impressions gained from a comparison of the model coefficients: we found that a 1 yuan increase in regional investment expenditure has a larger contemporaneous effect in the coastal region than it does in the central region which in turn shows a larger effect than the western region. We argued that a possible explanation was the existence of greater leakages from the circular flow in the western region and, to a lesser extent, the central region than leakages from the coastal region. The subsequent flows through output appear to emphasise these effects – there are no positive spillovers from the coastal region to the other two, there are small positive spillovers from the central region to the coastal region but not to the western region and there are larger positive spillovers from the western region to the other two regions.

It is tempting to explain these effects in terms of the “backwash” and “spread” effects, concepts derived from an earlier economic development literature and which were briefly discussed in the introductory section. These results would then reflect the stage of Chinese development where the “core”, particularly the coastal region, was still developing at the expense of the periphery and attempts to boost the latter region are dissipated. While we would not wish to make too much of this explanation, given that the model and econometric framework has not been set up to test this hypothesis, it is nevertheless suggestive.

Before drawing strong conclusions, it is important to point out that these results are in considerable contrast to the results reported in Groenewold et al. (2005a and 2006) for spillovers when output is shocked in a three-region VAR model. In Groenewold et al. (2005a) shocks to both coastal and central regions resulted in positive spillovers to the other two regions whereas the western region had effectively no spillovers to the rest of the country. These results were largely confirmed in subsequent work reported in Groenewold et al. (2006). Some of the difference in the current results is likely to be a function of model specification; in particular, the model used in the two papers just cited
omits the policy variables and shocks output directly and the model in the first paper is subject to the problem of sensitivity to variable-ordering which is not a problem in present model. The ordering problem cannot be the whole of the explanation, however, since a version of the model including a correction for this problem in Groenewold et al. (2006) reports IRFs closer to the ones reported here but still with significant differences. The remaining differences must be brought home to the differences in model specification; in particular, the inclusion of the policy variables in this model not only provides policy variables to shock but also changes the mechanism through which these shocks are propagated through the system.

5.2 Shocks to General Government Expenditure

The second set of simulations we report are those to government expenditure. As in the previous exercise, we include the regional policy variable only in each region’s own output equation. The resulting model is estimated using the SUR estimator. The estimated model is reported in Table 3.

Clearly, the coefficient of the expenditure variable is positive and strongly significant in each case. The magnitude of each coefficient is similar to its counterpart in the previous model specification using investment. If the elasticities are converted to level effects the implied contemporaneous increases in output from a given yuan increase in government expenditure are similar to those generated by an increase in investment (2.01, 1.49 and 1.02 for coastal, central and western regions respectively). Thus the two policy variables are about equally effective in the short run although investment expenditure has a small advantage in the coastal and central regions.

To gauge the effects of expenditure shocks which account for all the interactions in the model, we need to examine the IRFs. These are shown in Figures 4, 5, and 6.

Here, too, the effects of an expenditure shock are broadly similar to those of an investment shock which is not surprising since the relative initial effects are the same, as we have seen, and the dynamic inter-relationships between regional output should not be
greatly affected by substituting one exogenous variable for another. Thus the way in which the effects of the initial shocks is propagated through the system should not change too much from one shock to the other. There are some differences, however. Beginning with the effect of a coastal shock, its expansionary effect on the coastal region again comes at the expense of reductions in output in the other two regions although in the present case, the fall in western output is greater than it is in central output. In the case of a shock to central expenditure, there are now substantial negative spillovers to both other regions over the first five years. Finally, the effect of a boost to government expenditure in the western region again has short-term positive spillovers to the other two regions although they are more modest than in the case of investment, which may be explained by the greater difficulty of shifting general government expenditure from one region to another than it is for investment expenditure.

In conclusion we can say that the contemporaneous effects of both policy variables are positive in all three regions. The results are stronger in the coastal region than they are in the central region where they are, in turn, stronger than in the western region. This is true for both shocks. Comparing the two policy instruments, the investment shock produces a slightly larger increase in output than the government expenditure shock. Thus there appears some substance to the argument that a large part of the beneficial effects of increased expenditure in the inland regions flow out to the coastal region although this is more so for the western region than the central region.

When we take the whole model and its dynamic interrelationships into account, we find that an expansionary policy shock (of either type) in the coastal region comes at the expense of output in both the other regions and that, in contrast, an increase in either policy variable in the western region has positive spillovers to both other regions. The results for the central region are mixed – an investment expansion has a negative effect on western output but a small positive spillover to the coast while a government expenditure boost has adverse effects on both other regions.

6. Conclusions

This paper has analysed the effects on regional outputs in China of shocks to two policy variables – investment expenditure and general government expenditure. We
conducted our analysis within the framework of a VAR and in doing so extended earlier work by Groenewold et al. (2005a, 2005b, 2006) by introducing policy variables explicitly into the model.

We found that both policy variables were significant in the output equations for each of the regions when entered separately and in all cases had a positive coefficient. In the short run both policy variables have a greater effect on the coastal region than on the other two and the effect in the central region was larger than in the western region, giving some credence to the common presumption that at least part of the expenditure boosts in the poorer inland regions find their way to the coastal provinces. These results are generally confirmed when we use the whole model to simulate the effects over time of the policy shocks. A shock to the coastal region not only has no beneficial spillovers to the other regions but actually depresses the output of the inland provinces. This is also true of a shock to the central region which comes at the expense of the western region. Only the western region has consistent positive spillovers on the other regions; looked at another way, a boost to the western region is shifted partially to the other regions.

We provided a tentative explanation in terms of the concepts of “backwash” and “spread effects used in an earlier literature on regional disparities in the growth process. In that explanation, the development of the Chinese economy is still at the stage where growth in the “core” is at the expense of the “periphery” so that expansions of the core (particularly the coastal region) are at the expense of the periphery while resources used to boost the periphery directly find their way to the core. While these are suggestive, we should add the caveat that our model was not designed to test this broad development hypothesis and our results should be seen as circumstantial at best.
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<table>
<thead>
<tr>
<th>Region</th>
<th>No break</th>
<th>One break in trend</th>
<th>One break in level and trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lco</td>
<td>-1.45</td>
<td>-1.61</td>
<td>-4.47**</td>
</tr>
<tr>
<td>Lee</td>
<td>-1.21</td>
<td>-2.97</td>
<td>-4.64***</td>
</tr>
<tr>
<td>Lwe</td>
<td>-1.88</td>
<td>-3.52</td>
<td>-3.75*</td>
</tr>
<tr>
<td>Invco</td>
<td>-1.90</td>
<td>-5.65***</td>
<td>-3.96**</td>
</tr>
<tr>
<td>Invce</td>
<td>-1.43</td>
<td>-3.17</td>
<td>-4.34**</td>
</tr>
<tr>
<td>Invwe</td>
<td>-4.05**</td>
<td>-4.45**</td>
<td>-5.01***</td>
</tr>
<tr>
<td>Expco</td>
<td>-3.25*</td>
<td>-3.88*</td>
<td>-3.91*</td>
</tr>
<tr>
<td>Expce</td>
<td>-3.58**</td>
<td>-3.89*</td>
<td>-4.27**</td>
</tr>
<tr>
<td>Expwe</td>
<td>-4.41***</td>
<td>-4.77***</td>
<td>-4.59***</td>
</tr>
</tbody>
</table>

A "***" indicates significance at 1%, a "**" at 5% and a "*" at 10% for the ADF test.
Lco, Lee and Lwe are the logs of real GDP for the coastal, central and western region respectively; Invco, Invce, Invwe are the logs of government investment expenditure for the coastal, central and western region respectively; Expco, Expce, Expwe are the logs of general government expenditure for the coastal, central and western region respectively. The first three lines of ADF statistics are taken from Groenewold et al. (2005a).
Table 2: Estimated Model with Government Investment Expenditure

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Coastal Coefficient</th>
<th>t-stat</th>
<th>Central Coefficient</th>
<th>t-stat</th>
<th>Western Coefficient</th>
<th>t-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lco(-1)</td>
<td>0.0513</td>
<td>0.27</td>
<td>-0.4169</td>
<td>-1.96</td>
<td>-0.1523</td>
<td>-0.69</td>
</tr>
<tr>
<td>Lco(-2)</td>
<td>0.0098</td>
<td>0.06</td>
<td>-0.0457</td>
<td>-0.24</td>
<td>-0.2318</td>
<td>-1.16</td>
</tr>
<tr>
<td>Lee(-1)</td>
<td>0.1441</td>
<td>0.65</td>
<td>0.3520</td>
<td>1.35</td>
<td>-0.3644</td>
<td>-1.34</td>
</tr>
<tr>
<td>Lee(-2)</td>
<td>-0.0574</td>
<td>-0.28</td>
<td>0.0393</td>
<td>0.17</td>
<td>0.1342</td>
<td>0.55</td>
</tr>
<tr>
<td>Lce(-1)</td>
<td>0.1078</td>
<td>0.87</td>
<td>0.4375</td>
<td>3.09</td>
<td>0.7027</td>
<td>4.83</td>
</tr>
<tr>
<td>Lce(-2)</td>
<td>-0.0974</td>
<td>-0.81</td>
<td>-0.1080</td>
<td>-0.79</td>
<td>-0.0443</td>
<td>-0.31</td>
</tr>
<tr>
<td>Constant</td>
<td>2.7885</td>
<td>14.46</td>
<td>2.6012</td>
<td>11.84</td>
<td>2.9739</td>
<td>12.57</td>
</tr>
<tr>
<td>Trend</td>
<td>0.0317</td>
<td>9.44</td>
<td>0.0258</td>
<td>6.97</td>
<td>0.0209</td>
<td>5.68</td>
</tr>
<tr>
<td>DU1</td>
<td>0.0783</td>
<td>2.59</td>
<td>0.0486</td>
<td>1.47</td>
<td>-0.1045</td>
<td>-3.13</td>
</tr>
<tr>
<td>DU2</td>
<td>-0.0035</td>
<td>-0.12</td>
<td>0.0074</td>
<td>0.24</td>
<td>0.0257</td>
<td>0.78</td>
</tr>
<tr>
<td>DT1</td>
<td>-0.0045</td>
<td>-0.70</td>
<td>0.0044</td>
<td>0.63</td>
<td>0.0436</td>
<td>7.06</td>
</tr>
<tr>
<td>DT2</td>
<td>0.0362</td>
<td>8.70</td>
<td>0.0270</td>
<td>6.33</td>
<td>0.0099</td>
<td>2.31</td>
</tr>
<tr>
<td>Invco</td>
<td>0.2498</td>
<td>11.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Invce</td>
<td></td>
<td></td>
<td>0.1891</td>
<td>8.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Invwe</td>
<td></td>
<td></td>
<td></td>
<td>0.1716</td>
<td>8.09</td>
<td></td>
</tr>
<tr>
<td>$\hat{R}^2$</td>
<td>0.9991</td>
<td></td>
<td>0.9983</td>
<td></td>
<td>0.9984</td>
<td></td>
</tr>
</tbody>
</table>

Lco, Lee and Lwe are the logs of real GDP for the coastal, central and western region respectively. Invco, Invce, Invwe are the logs of government investment expenditure for the coastal, central and western region respectively. The deterministic variables, in addition to the trend, are DU1, DU2 which are the level breaks at 1966 and 1978 and DT1 and DT2 which are the corresponding trend breaks.
Table 3: Estimated Model with General Government Expenditure

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Coastal Coefficient</th>
<th>t-stat</th>
<th>Central Coefficient</th>
<th>t-stat</th>
<th>Western Coefficient</th>
<th>t-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lco(-1)</td>
<td>0.6126</td>
<td>2.14</td>
<td>0.0242</td>
<td>0.08</td>
<td>0.1713</td>
<td>0.59</td>
</tr>
<tr>
<td>Lco(-2)</td>
<td>-0.2751</td>
<td>-1.08</td>
<td>0.0233</td>
<td>0.08</td>
<td>-0.1950</td>
<td>-0.75</td>
</tr>
<tr>
<td>Lee(-1)</td>
<td>-0.1554</td>
<td>-0.43</td>
<td>0.1673</td>
<td>0.42</td>
<td>-0.4416</td>
<td>-1.19</td>
</tr>
<tr>
<td>Lee(-2)</td>
<td>-0.3409</td>
<td>-1.09</td>
<td>-0.4327</td>
<td>-1.26</td>
<td>-0.2342</td>
<td>-0.73</td>
</tr>
<tr>
<td>Lce(-1)</td>
<td>0.0688</td>
<td>0.37</td>
<td>0.3356</td>
<td>1.65</td>
<td>0.6837</td>
<td>3.64</td>
</tr>
<tr>
<td>Lce(-2)</td>
<td>0.1455</td>
<td>0.79</td>
<td>-0.0375</td>
<td>-0.19</td>
<td>-0.0903</td>
<td>-0.48</td>
</tr>
<tr>
<td>Constant</td>
<td>3.2867</td>
<td>9.96</td>
<td>2.9970</td>
<td>8.48</td>
<td>3.2837</td>
<td>9.29</td>
</tr>
<tr>
<td>Trend</td>
<td>0.0163</td>
<td>3.48</td>
<td>0.0154</td>
<td>3.03</td>
<td>0.0188</td>
<td>3.97</td>
</tr>
<tr>
<td>DU1</td>
<td>0.1026</td>
<td>2.08</td>
<td>0.0973</td>
<td>1.87</td>
<td>0.0113</td>
<td>0.23</td>
</tr>
<tr>
<td>DU2</td>
<td>-0.0074</td>
<td>-0.17</td>
<td>0.0070</td>
<td>0.15</td>
<td>0.0111</td>
<td>0.26</td>
</tr>
<tr>
<td>DT1</td>
<td>0.0229</td>
<td>2.78</td>
<td>0.0146</td>
<td>1.62</td>
<td>0.0350</td>
<td>4.16</td>
</tr>
<tr>
<td>DT2</td>
<td>0.0364</td>
<td>5.41</td>
<td>0.0394</td>
<td>5.30</td>
<td>0.0332</td>
<td>4.50</td>
</tr>
<tr>
<td>Expco</td>
<td>0.2152</td>
<td>6.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expce</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expwe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.9980</td>
<td></td>
<td>0.9968</td>
<td></td>
<td>0.9974</td>
<td></td>
</tr>
</tbody>
</table>

Lco, Lee and Lwe are the logs of real GDP for the coastal, central and western region respectively. Expco, Expce, Expwe are the logs of general government expenditure for the coastal, central and western region respectively. The deterministic variables, in addition to the trend, are DU1, DU2 which are the level breaks at 1966 and 1978 and DT1 and DT2 which are the corresponding trend breaks.
Fig. 1. The effects of a shocks to coastal investment

Fig. 2. The effects of a shock to central investment
Fig. 3 The effects of a shock to western investment

Fig. 4. The effects of a shock to coastal expenditure
Fig. 5. The effects of a shock to central expenditure
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Fig. 6. The effects of a shock to western expenditure
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---

1 Per capita GDP data from *China Statistical Abstract, 2006.*
2 For a more extensive discussion of the regional implications of the various Five-Year Plans, see Groenewold *et al.* (2005b).
3 The literature goes back at least to the work of Kuznets (1955) and Williamson (1965); the concept was more recently developed in Barro and Sala-i-Martin (1992). There is a vast empirical literature. Some


5 Since beginning this project, the 2004 data have become available. We have not updated our data set in the interests of preserving comparability with the results reported in Groenewold et al. (2005a, 2005b, 2006) whose sample period stops at 2003.

6 For government investment we use data for “investment in capital construction”. This was all publicly-financed in the first half of the sample but more recently includes privately-financed investment expenditure. We use this to ensure reasonable continuity in the series even though an increasing component of it is not, strictly-speaking, a policy variable. While this means that the variable is not strictly exogenous, it should be recognised that the central government continues to have extensive control of investment through, for example, directed lending by major banks which is still a major source of funds for “private” investment.

7 Note that Hainan, Chongqing and Tibet are missing. Hainan is included in Guangdong and Chongqing in Sichuan. Tibet has been omitted altogether due to missing data.

8 Generally independence of the \( \varepsilon \) terms is not guaranteed by theoretical restrictions nor supported by the data and must be imposed by transforming them to ensure orthogonality. The standard method for achieving orthogonality is based on the use of the Choleski orthogonalisation of the covariance matrix of the errors and this procedure makes the IRFs dependent on the order in which the variables are entered into the model although the issue is not serious in applications where the correlation of the errors is weak. For an extensive discussion of this issue in a bivariate context, see Ender (2004), Chapter 5.